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Background

In traditional attention based RNN models,the attention 
is added to the hidden states, but in RNN the hidden 
states near the end of the sentence are expected to 
capture more information, so it is bound to get more 
information from the resource.

The attention may biased toward the later coming words 
in a sentence, which is illustrated in the following picture.

In order to solve the attention bias problem, we proposed 
three inner attention based RNN models that add attention 
before recurrent representation.

Methods

Model1:IARNN-WORD

Model2:IARNN-CONTEXT

Model3:IARNN-GATE

Experiment

IARNN-OCCAM

Occam regulation

Trec-QA

Insurance-QA

Wiki-QA

Instead of adding 
attention information 
to the hidden layers 
of RNN (GRU), we 
directly add this 
information to the 
original word 
embedding.

The IARNN-WORD did not take 
the context information into 
account, but the context for a 
word is important for 
determining its meaning and thus 
attention weights 

Directly embed the attention 
information into the recurrent 
activation unit, which take the 
attention information into recurrent 
process in a more generalized way.

 Occam s Razor: Among the whole words set, we choose 
those with fewest number that can represent the sentence. 

for the specific question representation r, 
we use a vector wqp to project it into 
scalar value n and then we add it into the 
original objective J

Visualization 

An example demonstrates the advantage of IARNN in capturing the informed part of a 
sentence compared with OARNN.

An example illustrates the IARNN-CONTEXT could attend the consecutive words in a sentence.
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